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OPTIMAL CONTROL APPLIEDR TO
ECONOMIC 310 STABITIZATION

BY XADA AXKACEM

Since the article of Sengupta
{1970) . the optimal contrel appreach
1o econcemic stabilization theory has
envariably deal: with what (s called
fixed~time, free endpcint probiems.
In this type of optimization probilems

the control time, T, is fixed a prio-

¥t and the final state of the economy
is assumed to be free. The disadva-
ntage of this approach is that at
the exogenously fixed final time, T,
the state of the economy might very
well be far from 1!;9 equilibrium
state, in either direction. In which
case we wiil have an under sheoting
or an over sheoting Problem the
purpose of this paper is 10 propose
& different use of optimal control
in stabilization theory, by seolving
an inverted problem, that can be
cailed a fixed endpoint, free-time

problem. Here the final time, T, is
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assumed 1o be free, to be determin-.

ed endogenously by the optimizati-
on process. Instead, theifinal state
of thé économy is given a priceri as
eguai to a given disired level. The
concern here is te make sure that,
by the end of the stabilization
process the economic system reaches
a given, a priori, target. in addi-
tion, to the old approach, here .'.he
optimization will be subject o, a

control constraint, among other

" things. in the example to be studi-

ed, the goal is to find the time-
patk, and the total amount of,
government expenditure necessary to
transfer the economic system from

a non=-desired initial state to a

desired final state.




i- THE MODEL USED

For an illustration purpose

only, we shall use the following dy- .

namio disequilibrium, multiplier
accelerator model :
Zit) = Cit) = it} = Git} {1}
Vi) =} vin - zto (2}
Where the consumption C(t) is given
by
Ciz) = {1 - s) Y{t}, s being the

prepensity to save, and the investm-
ent i{t) is defined by :

it} ~ vylt), where. v {¢ the acceler=:
ation coefficient

Git) is an ‘official demand, used as
a control

vsrisble to stabilize the economy,
accerding to the dynamic adjusiment
mochanigm between aggregatle demand
and aggregate supply, as given by

cquatien (2},

Where F is the time constant of
the producticn
lag, and Y(t) = —SLt).
Zit} ts. the aggregate demand mea
sured from the initial equilibrium
value, and Yit} is the aggregate
production (indentified with national
income) measured from the inttial
equilibrium level,
g
From above we got :

Za{l-g)Yrvuy+G (3



"

ed for convenience, i. e., for examp-
le Y stands for Y(t). .

Now some transformation en the
variable G is needed in crder to be
avle 1o apply optimal cantrgl theory
to the problem under siudy. G will
be the only contrel variable and it
will be assumed that

GEEE T

where G is a lower level and G an
upper level for government expendit-

ure. Both G and G are censtant.

Befine glt) by @

G -1 (G +G)

s(t} o 2 el ‘G+ (‘}
Then
We then get from above :
Y. = -ay + bg + ¢ (&}
Where

a = Ti—v-""— f7}

b (8)

§ +6
et o, 2 (9)

The variable t has been dropp--

A chaﬁge of origin y=sy « °
y - -g—- is now made so t!‘wt equ.at-
ion(6 be'ci:mes
y = - ay’+ bg (10)

In the text of the paper we
use y to mean this vy,

Equation (6} is a fundamental
equation as it represents the dy;mnm-
ic of the economic system. As it 'is
well known its solutien {s given by
tsee ref. 1) :

t

y{t) = ye 'a‘0e"'“/e A%

(]

(de)ibts)

A5 () 7 di

where { is & { dummy ) variable of

integration.

=1



i1 - THE PRCBLEM

a/ Find the control git) thar
would transfer a nonzero initial state
yiQ) = Yo 8t time t = O, 1© a 2ere
final state y(t} = O at time t = T,
such that the fellewing performance

functionzl:
=% g wa (11)

is minimized, subject 1o :

-y = - ay + bg (12)

with .
yl0)

Yo

y(T) = O

T is free
and the control constraint,
gl {(13)
{ we assume that y{0) = y is trans=-

ferable to yiT) = O

First let us form the hamiltoni-
an function :
11 = §g% + P (- ay + bg) (14}

b. Ncccs'ury conditions

.1 The minimum principle gives :

1]y*, g*, p*, tl &£ lljy*, g p*, ti
ﬁs) :
2 A 2
§ ga + p bg* - pﬁay*' o *8 I
p*bg - pray¥, Sp)

b. 2 The cononical system is given

P_z :

‘I; - ;* B - ay* - bg" (18}
~11% = p* = ap* (19)
with
and
y{T) a O

50



b. 3 Since the namiltoniam function,

as given bey equation (14) does not
does not depend explicitly on time
and the final time T is free, we have
again, the following additional neces-

sary conditions :

The hamiltonian function is egu-~
al to zerc on the optimal trajectery,

during all the time-interval ([ o,t ),

that is :

1iy*, g*, p*) = O (20}
Then

ta*? « p*i-ay* + bg*) = O (21)

C., The possible optimal policies :

From equation (17} arnd for
jglti| 1, we will have an interior
solution for the minimum of the hami-

itonian function.

In this case the boundaries of the

centrol comstraint.

do not affect the solution. the
necessary and suffictent conditions
to minimize the hamiltenian function

(14), are then :

%Hé;- =g* + p*b = O (22)
TEEH = 1 >0 {23)
g'

Equation (23) assures us that the
optimal control g*(1) will minimize
the hamiltonian function {14},
Condition (22} gives us the optimal

contrcl as :

g* » =-p*b (24}
when

gl €1




which amounts to :

g% = -p*b if [p*b] ¢ 1 {25}

what happens then when

[p*b| 221 (26)
in this case and taking into account
the control consiraint.

gl £31 which implies |g*| & 1

the optimal stabilization policy is :

1 if p*u€- 1
g. B ¥ (27)
-1 if p*b ; 1
in order for the hamiltonian to be
minimum.
combining equations (25) and
(27). the minimum principle shows

ihatl the optimal government expendi-

ture g*(t) is such that :

for all t

g* = ¢ -p if p*n] K1

I Hpepiged i
Or
g% = — sat{p*b} (29}

where we define the saturazion (sat)

F | F| S 1
Sat F = (30}

SgnF |F| Z 1

To 5e continued
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